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A b s t r a c t  

In an ad hoc network, each host assumes the role 
of a router and relays packets toward final destina- 
tions. This paper studies efficient routing mechanisms 
for multicast and broadcast in ad hoc wireless networks. 
Because a packet is broadcast to all neighboring nodes, 
the optimality criteria of wireless network routing is 
different from that of wired network routing. In this pa- 
per, we point out that the number of packet forwarding 
is the more important cost factor than the number of 
links in the ad hoc network. After we show construct- 
ing minimum cost multieast tree is hard, we propose 
two new'flooding methods, self pruning and dominant 
pruning. Both methods utilize neighbor information to 
reduce redundant transmissions. Performance analy- 
sis shows that both methods perform significantly bet- 
ter than blind flooding. Especially, dominant pruning 
performs close to the practically achievable best perfor- 
mance limit. 

1 I n t r o d u c t i o n  

An ad hoc network consists of wireless mobile hosts 
which form a t empora ry  network wi thout  the aid of es- 
tablished infrastructure or centralized administrat ion.  
An ad hoc network can be easily constructed with low 
cost since wireline infrastructures need not be installed. 
Ad hoc networks will be employed in areas such as 
emergency rescue sites, combat  fields, etc. 

Each mobile host in an ad hoc network acts as a 
router. If a source cannot  send a packet directly to a 
final destination due to the limited transmission range, 
the source host sends the packet to intermediate hosts 
and intermediate hosts forward the packet toward the 
destination. Figure 1 shows the example of an ad hoc 
network where host B assumes the role of a router  and 
relays packets from host A to host C. 

One imminent  problem in ad hoc networks is ad hoc 
network routing. Ad hoc network routing should be 
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Figure 1. Packet forwarding in the ad hoc net- 
work 

flexible and efficient because network topology changes 
dynamical ly  and bandwidth  is limited in ad hoc wire- 
less networks. Several efficient point- to-point  rout ing 
algori thms have been proposed [1, 3, 4, 6, 8]. These 
proposed algori thms t ry  to avoid rout ing loops and re- 
duce the overhead of rout ing information exchange. 

In addit ion to point- to-point  routing,  several re- 
searchers studied mult icast  rout ing in ad hoc networks 
[11, 13]. These methods  exploit the shared tree or DAG 
(Destination-oriented Acyclic Graph)  to adapt  to the 
dynamic  changes of network topology. 

Though  the theoretical  studies should be taken first 
in order to design the efficient mult icast  rout ing pro- 
tocol in ad hoc networks, little research efforts were 
made.  Before describing the theoretical  bases on the 
mult icast  rout ing protocol,  let 's review the theoretical  
bases of the wireline mult icast  rout ing protocols.  The  
two major  methods  used to  construct  mult icast  tree is 
the shortest path tree and Steiner tree [20]. In short-  
est pa th  tree, packets can be sent in min imum hops 
since the paths  between source and all the destinations 
are shortest  paths.  On the contrary,  Steiner tree min- 
imizes the total  cost of mult icast  tree. It  is known 
tha t  const ruct ing Steiner tree in a rb i t ra ry  graph  is NP-  
complete [18]. Also, the shape of Steiner tree changes 
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so frequently when the multicast destination is added 
or deleted. Thus, the shortest path tree is most widely 
used as the multicast tree in wireline networks. 

The important  property of the ad-hoc network that  
should be considered in designing the multicast rout- 
ing protocol, is the broadcast property. For example, 
the packet sent by node B is delivered to all nodes in 
the transmission range of B in figure 1. Thus, only 
one packet transmission is needed for node B to de- 
liver the multicast packet to A and C simultaneously. 
In wireline networks, two transmissions are needed to 
deliver the packet to both A and C. In designing the 
multicast tree construction algorithm, the benefit by 
the broadcast property must be considered. 

We also deal with broadcast which is the special case 
of multicast. Since broadcast  is to send data  from one 
source node to all other nodes in the network, we can 
regard broadcast as the multicast in which all nodes 
are destinations. Broadcast  has extensive applicabil- 
ity in ad hoc wireless networks. For example, several 
point-to-point routing algorithms such as AODV [4] 
and DSR [8] rely on broadcast  to obtain routing infor- 
mation. Furthermore, broadcast  can be a method of 
choice over complicated ad hoc multicast routing. 

In spite of the importance of broadcast,  little re- 
search efforts were made to find efficient broadcast-  
ing methods. Works in [2, 12, 15, 19, 22, 23] seek to 
find efficient broadcast methods in an ad hoc environ- 
ment. They focus on finding time-slot assignment in 
TDMA-based wireless systems. Since these works rely 
on TDMA, they cannot be applied directly to MAC- 
based ad hoc networks. The broadcast s torm problem 
in ad hoc networks was addressed in [21]. They pro- 
poged some methods that  can improve the efficiency of 
broadcasting in ad hoc networks. 

In this paper, we describe the multicast tree con- 
struction. We point out tha t  the number of packet 
forwarding is the more important  factor than the num- 
ber of links in the ad hoc network. After we show 
constructing minimum cost multicast tree is hard, we 
propose two new flooding methods: self pruning and 
dominant pruning which improve the existing flooding 
method. Proposed methods adopt  different approaches 
compared with [21] in that  topological information is 
utilized to reduce redundant broadcasts. Self pruning 
uses direct neighborhood information while dominant 
pruning uses extended neighborhood information. Our 
methods do not rely on any link-layer assumptions and 
can be applied to ad hoc networks in parallel with other 
methods such as [21]. Our performance study shows 
that  the new flooding methods can reduce the number 
of transmissions significantly. 

This paper  is organized as follows. We describe the 

multicast tree construction in section 2. Then we pro- 
pose two efficient flooding methods in section 3. Sim- 
ulation results are shown in section 4 and section 5 
concludes the paper. 

2 O p t i m a l  m u l t i c a s t  t r e e  i n  a d  h o c  n e t -  

w o r k s  

2.1 Graph model 

Like a wired network, an ad hoc network "can be 
modeled as a gralSh. Each mobile terminal is repre- 
sented as a vertex and two nodes are connected by a 
link when they are within the transmission range of 
each other. 

In a wireless environment,  some links may be uni- 
directional because transmission ranges of two nodes 
may be different. However, these unidirectional links 
can be hidden to the network layer protocol by using 
link layer ACK packets or unidirectional link detection 
mechanisms. Therefore, we assume tha t  all links are 
bidirectional, that  is if node vi can communicate with 
vj, then vj can also communicate with v~. 

We define N(v) as the set of adjacent nodes of node 
v. N(N(v)) is defined as the set of nodes that  is at 
most two-hops apar t  from node v. 

2.2 Optimal multicast tree 

We should first determine the parameters  that  we 
should optimize in order to construct optimal multicast 
tree. In this paper, we consider following 3 parameters.  

• The delay to send a packet to each destination 

• The number of nodes tha t  is concerned in multi- 
c a s t  

• The number of forwarding nodes 

To minimize the delay to send a packet to each desti- 
nation, we should construct shortest  pa th  tree. Short- 
est path  tree can be constructed in polynomial t ime 
and implemented easily. Figure 2.(a) shows the exam- 
ple of the shortest path  multicast tree. In the figure, A 
is the sender, and B, C, F are destinations. The bold 
lines represent the multicast tree. 

In order to minimize the number  of nodes that  is 
concerned in multicast, we should construct Steiner 
tree. Steiner tree problem is to find the connected sub- 
tree T of a given graph G(V, E) with the set Z C V, 
that  has the minimum cost and includes all elements in 
Z. If we find the Steiner tree in the graph by defining 
Z as the set of source node and destination nodes, this 
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Figure 2. Optimal multicast trees in an ad hoc 
network Figure 3. Minimum Connected Dominating 

Set 

tree becomes multicast tree because it connects source 
node and all destination nodes. The cost of the Steiner 
tree is less than the number of nodes in Steiner tree by 
1, since the cost of all nodes is equally 1. Therefore 
the Steiner tree becomes the tree that minimizes the 
number of nodes concerned in multicast. Figure 2.(b) 
shows the Steiner multicast tree. In the figure (b), the 
number of nodes concerned in multicast is 5(A, B, C, 
F, G). In the figure (a) and (c), the number of nodes 
concerned in multicast is 6 (A, B, C, F, G, H). 

It has been proved that  Steiner tree problem is NP- 
complete even when costs of all links axe same [18]. 
Therefore we can know that  minimizing the number of 
nodes concerned in multicast is difficult. 

The number of forwarding nodes is the most impor- 
tant parameter among the parameters that  we want to 
optimize. As explained above, a packet transmitted by 
a node is broadcast to all its neighbor nodes. Because 
each broadcast consumes the same amount of wireless 
resources regardless of the number of neighbor nodes, 
it is crucial to reduce the number of send operations of 
the mobile hosts. 

All the nodes but the leaf nodes in the multicast 
tree should forward the packet to other nodes. The 
leaf nodes need only receive the packet. So the number 
of nodes that should forward is equal to the number of 
non-leaf nodes in the multicast tree. That  is, the prob- 
lem of minimizing the number of packet forwarding is 
equivalent to the problem of finding the multicast tree 
that  minimizes the number of non-leaf nodes. 

Figure 2.(c) shows the multicast tree that  optimizes 
the number of packet forwarding. The number of 
packet forwarding is 4 (A, B, H, G) in (a), 4 (A, B, 
C, G) in (b) and 3 (A, H, G) in (c). 

2.3 Broadcast tree 

Multicasting to all nodes in an ad hoc network is 
equivalent to broadcast. Tha t  is, broadcast is the spe- 
cial case of multicast. In this subsection, we show that  
constructing multicast tree minimizing the number of 
packet forwarding is hard, by showing that  construct- 

ing broadcast tree minimizing the number of packet 
forwarding is hard. 

The problem of constructing broadcast tree that 
minimizes the number of packet forwarding is very sim- 
ilar to the MCDS (Minimum Connected Dominating 
Set) problem [16]. MCDS problem is to find the mini- 
mum connected subset S of V in which all elements in 
V - S is adjacent to at least one element of S, given 
graph G(V, E). For example, MCDS of the graph in fig- 
ure 3 is {B, C, D, G}. All the nodes but {B, C, D, G} 
is linked to at least on element of {B,C,D,G}, and 
{B, C,D,  G} is the connected set. Since we can find 
no connected dominating set whose size is less than 4, 
{B, C, D, G} is MCDS. 

For a given graph, if MCDS includes the source 
node, the number of packet forwarding is equal to 
the size of MCDS. Otherwise, the number of packet 
forwarding is size of MCDS plus 1 since source node 
should send a packet to one node in MCDS. For exam- 
ple, if B is the source node, the four nodes B, C, D, G 
need to forward a packet to neighboring nodes. If A is 
the source node, the five nodes A, B, C, D, G should 
forward a packet since A is not in MCDS. 

As described above, problem of finding optimal 
broadcast tree is very similar to the MCDS problem. 
The optimal broadcast tree problem can be solved 
in similar way as the MCDS problem. Let's assume 
that  the optimal broadcast tree problem can be solved 
in polynomial time. For a given graph G(V, E) in 
which IVI is n, we can make n optimal broadcast trees 
T1 ,T2 , . . . ,Tn  by regarding all v E V as the source 
node. Then, the source node will be in MCDS for at 
least one broadcast tree Tk(1 <_ k <_ n). Therefore 
the broadcast tree whose size is smallest among all Tk 
is MCDS. It mea.ns that we can find MCDS in poly- 
nomial time if we can find optimal broadcast tree in 
polynomial time. In other words, we cannot find the 
optimal broadcast tree in polynomial time if we cannot 
find MCDS in polynomial time. Accordingly, we can 
say that the optimal broadcast tree problem is harder 
than MCDS problem. 
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We can say that the optimal broadcast tree problem 
is hard since the MCDS problem has been proved to be 
NP-complete [17]. The optimal multicast tree problem 
in the ad hoc network is also a hard problem, since 
the special case problem, the optimal broadcast tree 
problem is hard to solve. 

2.4 Approximation algorithm Figure 4. The example of the ad hoc network 

Since it is difficult to find an optimal broadcast tree, 
we should use an approximation algorithm. One of effi- 
cient approximation algorithms for the MCDS problem 
is Berman's algorithm [5]. Berman's algorithm runs in 
two phases. In the first phase, the algorithm gener- 
ates sets of connected nodes. In the second phase, the 
algorithm merges the sets of connected nodes into one 
connected dominating set. Guha et al. proved that  the 
approximation ratio of Berman's algorithm is In A + 3 
where A is the maximum degree of the tree [5]. 

Using Berman's algorithm, we can find an efficient 
broadcast tree. A major drawback of Berman's algo- 
rithm is that  it requires the global network topology 
information. In an ad hoc environment where nodes 
may move freely, it is impossible to gather global net- 
work topology information. Therefore it is difficult to 
utilize this algorithm in distributed systems. In this 
paper, we regard the performance of Berman's algo- 
rithm as the upper bound. 

In the next section, we propose two new heuristic 
algorithms that  can compute broadcast trees in a dis- 
tributed manner. 

3 H e u r i s t i c  f l o o d i n g  a l g o r i t h m s  

The most common broadcasting method is blind 
flooding where each node broadcasts a packet to its 
neighbors whenever it receives the packet along the 
shortest path from the source node. The broadcast tree 
constructed by this method becomes the shortest path 
tree. Blind flooding is simple and relatively efficient if 
it is used in wired networks. However, blind flooding 
could waste wireless resources considerably and may 
not be suitable in wireless network. Consider an ex- 
ample shown in figure 4 where node A floods a packet. 
Nodes B, C and D all receive a packet from A. If blind 
flooding is used, nodes B, C and D all forward t he r e -  
ceived packet unnecessarily and waste limited wireless 
bandwidth. 

In this section, we propose two heuristic algorithms 
that may flood packets more efficiently than blind 
flooding in wireless networks. These algorithms are 
self pruning and dominant  pruning. These algorithms 

are simple and easy to implement in a distributed man- 
ner. These methods reduce unnecessary transmissions 
by utilizing the neighborhood information exchanged 
between mobile nodes. 

3.1 Self pruning 

In self pruning, each node exchanges the list of its 
adjacent nodes with neighbors. To use this technique, 
we should assume that  all nodes know the adjacent 
nodes. This assumption is not unrealistic as most ad 
hoc routing protocols assume that  every node knows 
the adjacent nodes [1, 3, 4, 8]. Each node emits 'Who 
I am' packet periodically to inform its existence to the 
neighbor nodes. 

Node vi, who wishes to forward a packet, piggybacks 
the adjacent node list N ( v i )  in the flooded packet. 
Node vj who receives the packet checks whether the 
set N ( v j )  - N ( v i )  - {vi} is empty. If it is empty, 
node vj refrains from forwarding the packet because 
it knows that  all its adjacent nodes must have received 
the packet when node vi forwarded the packet. Other- 
wise, node vj forwards the packet. In figure 4 where all 
nodes are directly connected, only one transmission is 
required by self pruning, while blind flooding uses four 
transmissions. 

To decide whether to forward a received packet or 
not, vj should iterate for all v E N ( v i )  finding and re- 
moving v from N (vj)  - {vi }. If all elements are removed 
from N ( v j )  - {vi}, vj doesn't forward the packet. Oth- 
erwise, vj forwards the packet. Therefore, the time 
complexity of the self pruning method is O(A) where 
A is the maximum degree of the tree. 

We expect that  the effect of self pruning real- 
izes most significantly in the perimeter of networks. 
The nodes in the center is more likely to have non- 
overlapping neighbor nodes than the nodes in the 
perimeter. 

Self pruning requires extra transmission overhead of 
exchanging neighborhood information. To reduce the 
overhead, each node can store the received adjacent 
node list in their cache. A node does not piggyback 
the adjacent node list if the neighborhood information 

64 



, .  ~N(N(vQ)  

B( v,, vj 

N(v~) 

) 

Figure 5. Dominant pruning method 

does not change after the last transmission. The node 
that receives the packet without the adjacent node list 
uses the cached adjacent list. In addition to neighbor- 
hood information caching, we may be able to reduce the 
overhead further by reporting the difference of neigh- 
borhood information only. 

3.2 Dominant pruning 

While self pruning exploits the knowledge of directly 
connected neighbors only, dominant pruning extends 
the range of neighborhood information into two-hop 
apart nodes. This two-hop neighborhood knowledge 
can be obtained by exchanging the adjacent node lists 
with neighbors. Dominant pruning should perform bet- 
ter than self pruning because it is based on extended 
knowledge. 

Another point in which dominant pruning differs 
from self pruning is the routing decision point. In self 
pruning, a node that receives a packet decides by itself 
whether it forwards the packet or not. In dominant 
pruning, the sending node selects adjacent nodes that  
should relay the packet to complete broadcast. The IDs 
of selected adjacent nodes are recoded in the packet as 
a forward list. An adjacent node that is requested to 
relay the packet again determines the forward list. This 
process is iterated until broadcast is completed. 

Let us examine how each node determines the for- 
ward list. Suppose node vj receives a packet from 
vi and vj is in the forward list. Node vj  should de- 
termine its own forward list so that all nodes within 
two-hop distance from vj receive the packet. The for- 
ward list should be minimized to decrease the num- 
ber of transmissions. Among nodes in N ( N ( v j ) ) ,  vi, 
vj ,  N (v i )  have already received the packet, and N ( v j )  
will receive the packet when vj forwards the packet. 
Therefore a 'node vj determines its forward list so 
that all nodes in U = N ( N ( v j ) )  - N ( v i )  - N ( v j )  re- 
ceive the packet 1. Figure 5 shows the set U. Let 

l I f v j  is the source node, then we let N ( v i )  = 0. 

Figure 6. The example of flooding in the ad 
hoc network 

B ( v i , v j )  = N ( v j )  - N (v i ) .  Then we select a set 
of nodes F = { f x , f 2 , . . . , f m }  C_ B ( v i , v j )  such that 
UfiE F (N( f i )  n U) = V.  

Finding a minimum F is the set cover problem which 
is NP-complete [9]. Thus, we use approximation algo- 
rithms to determine the forward list. In this paper, 
we use greedy set  cover algorithm [14]. The algorithm 
which finds the set F is as follows: 

1. Let F = 0, K = { $ 1 , $ 2 , . . . , S , }  where Sk = 
N ( v k )  N U( I  < k < n) ,  Z = O. 

2. Find the set Sk whose size is maximal in a set K.  

3. F = F U { v k } ,  Z = Z U S k  , g = K -  {Sk}, 
St = St - Sk for all St E K.  

4. If Z = U, complete the algorithm. 

5. Otherwise, repeat from 2 again. 

This algorithm repeats selecting vk in which the 
number of neighbor nodes that is not covered yet is 
maximum. It has been proved that  this approximation 
algorithm has the approximation ratio of (In IUI + 1) 
[14]. It has also been proved that  this algorithm can 
be implemented to run in O([UIIK ] min(IVl, Igl))  time 
[10]. 

Let's explain self pruning and dominant pruning 
with an example shown in figure 6. In the figure, 
node 4 is the source node. Blind flooding needs eight 
packet forwarding because all the nodes that  receive 
the packet should forward the packet. By using self 
pruning, the nodes 1 and 2 need not forward the packet. 
So total number of packet forward is six. 

Now, consider the dominant pruning method. Node 
4 should determine the forward list among the 
neighboring nodes. In the example, N(N(4))  = 
{1 ,2 ,3 ,4 ,5 ,6 ,7 ,8} .  Among these nodes, N(4) = 
{1, 2, 3, 4, 5, 7} receives the packet directly from node 
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4. We should determine the forward list such that  
N(N(4) )  - N(4) = (6,8} are covered. The optimal 
forward list would be (7}. Based on the same method, 
we can determine the forward list of node 7 to be 0. 
Consequently, only 2 nodes 4, 7 need to forward the 
packet in order that  all the nodes get the packet. 

Routing decision should balance the overhead of in- 
formation collection and the efficiency of smart  routing. 
A node can make better  routing decision if it has more 
extensive network information. However, network in- 
formation is obtained at the expense of transmission 
overhead. Also, in case of broadcast  in a wireless 
network, the complexity of routing decision increases 
rapidly as more extensive information is available. We 
limit our study to maximum two-hop apar t  neighbor 
information. 

4 S i m u l a t i o n  r e s u l t s  

bl ind l lood,  ng 
serf pr ~m~ng 

Oornina nl I ~unmg  
Be rman  s a lgot , thrn 

i 

O I i i i h i i L 
0 .6  07  0.8 0 .9  1 1.1 1.2 13  

t ra r lSmJSsk~nmnge  (r)  

Figure 7. The number of packet forwarding 
when n is 10 

We measure the performance of the proposed flood- 
ing methods using computer simulation. We assume 
that  wireless hosts are scattered randomly in a unit 
square. There are n nodes in the simulated network 
and nodes within r distance apar t  can communicate 
each other. Among those n nodes, one node is ran- 
domly chosen as the source node which initiates flood- 
ing. In the performance study, we vary n and r to 
analyze how the network size and connectivity affect 
the performance. We performed 10000 simulations and 
computed average number of packet forwarding and 
packet arrivals required to complete broadcast  for each 
n and r. 

To show the relative performance advantage of two 
proposed algorithms more clearly, we first study the 
worst and best performance that  can be achieved prac- 
tically. The proposed methods should perform bet ter  
than blind flooding which does not use network topol- 
ogy information. Therefore, we use the performance 
of blind flooding as the lower performance bound. We 
obtain the best performance when we find the opti- 
mal broadcast  tree based on complete network topol- 
ogy information. However, because it is very difficult to 
achieve the theoretical best performance even if com- 
plete network information is available, the performance 
of best heuristic algorithm tha t  is run on complete net- 
work information can be regarded as the best perfor- 
mance. In this paper, the performance of Berman's  
algorithm is used as the upper bound. 

Figure 7 shows the number of packet transmissions 
required to complete broadcast  by blind flooding, self 
pruning, dominant pruning and Berman 's  algorithm 
when n is 10. X-axis represents the value of r and 
Y-axis represents the average number of packet for- 

warding required to complete broadcast .  We omit the 
simulation result when r is smaller than 0.65 because 
the generated graph is parti t ioned when r is smaller 
than 0.65. Both proposed methods perform bet ter  
than blind flooding. Dominant pruning outperforms 
self pruning and shows the performance near that  of 
Berman 's  algorithm. Except for the blind flooding, the 
number of packet forwarding decreases as r increases. 
We can conclude that  the performance improvement 
by the proposed algorithm becomes more significant as 
the network connectivity increases. 

Figure 8 is the graph that  shows the average num- 
ber of packet forwarding when n is 100. We observe the 
similar performance pat tern as the n --- 10 case. How- 
ever, the performance difference of dominant  pruning 
and self pruning is larger than n = 10 case. We can also 
observe tha t  the performance of the dominant pruning 
method is near tha t  of the Berman 's  algorithm even 
when the network size is large. 

Figure 9 shows the total number of packets that  
nodes in an ad hoc network receive. This performance 
measure is important  because each packet arrival re- 
quires packet processing overhead at mobile terminals. 
In blind flooding, the number of packet arrivals increase 
as r increases and finally reaches 90. In this figure, we 
can again observe that  the dominant pruning performs 
significantly bet ter  than self pruning and its perfor- 
mance is near that  of Berman's  algorithm. 

Figure 10 shows the average number  of packet ar- 
rivals when n is 100. This graph is similar to figure 9. 
We can observe that  the performance improvement  of 
the dominant pruning method increases as the network 
becomes larger. 
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Figure 8. The number of packet forwarding 
when n is 100 

Figure 9. The number of packet arrivals when 
n is 10 

Based on the simulation results, we can conclude 
that the performance of both proposed methods is 
good when the graph is near complete. However, per- 
formance of self pruning is far worse than that of 
Berman's algorithm in moderately connected large net- 
works. The reason is that the performance gain of the 
self pruning can be realized only in the perimeter of 
the ad hoc network. The dominant pruning shows the 
performance near that of Berman's approximation al- 
gorithm independent of the size and the connectivity of 
network. Even though dominant pruning ~uses only lim- 
ited network information, it achieves the near-optimal 
performance. 

5 C o n c l u s i o n s  

In this paper, we have described the optimal mul- 
ticast tree in the ad hoc network and proposed two 
new flooding methods that can improve the perfor- 
mance of the classic flooding method. We have shown 
that we can construct various multicast trees depend- 
ing on the parameter that we want to optimize, and 
that constructing multicast tree which minimizes the 
total number of packet forwarding is hard. We have 
also proposed two heuristic flooding methods that may 
reduce the number of transmissions. ' 

Self pruning tries to reduce the flooding cost, uti- 
lizing neighborhood information. The neighborhood 
information can be piggybacked in packets exchanged 
between neighbor nodes. Simulation results show that 
this method performs better than blind flooding. 

Dominant pruning uses extended neighborhood in- 
formation. While self pruning uses direct neighbor in- 

formation only, dominant pruning uses neighborhood 
information up to two hops apart. Based on extended 
neighborhood information, each node decides the for- 
ward list for the next transmissions on the broadcast 
tree. The performance gain of dominant pruning is 
greater than that of self pruning. However, domi- 
nant pruning has larger overhead than self pruning and 
the overhead increases as the host mobility increases. 
Thus, self pruning method could be more appropriate 
when the mobility of the host is high and the network is 
small. In contrast, the dominant pruning method could 
be a method of choice when the mobility is moderate 
and the network is large. 

We plan to identify the effect of mobility on the 
proposed flooding methods in future works. We will 
also generalize the heuristic flooding methods so that 
they can be applied to multicast in ad hoc wireless 
networks. 
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