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Abstract— Directional antennas in wireless mesh net- performance improvement needs protocol support in the
works can improve spatial reuse. However, using them medium access control (MAC) layer, and thus several
effectively needs specialized protocol support at the MAC new protocols have been developed [6], [16], [11]. Most
layer, which is always not practical. In this work, we of these protocols are variations of the commonly used
present a topology control approach to effectively using gy a/cA-based MAC protocols, such as the IEEE
directional antennas with legacy MAC layer protocols such standard 802.11 [5].

as IEEE 802.11. The idea is to use multiple directional . . .
antennas on each node and orient them appropriately N this paper, we study the use of directional antennas

to create low interference topologies while maintaining from a more “p_racti_cal” perspective, where new MAC
network connectivity. Our approach is based on a well- protocols for directional antennas are not viable. In

known approximation algorithm to compute minimum recent years, there is a strong interest in wireless mesh
degree spanning trees. We show via empirical studies networks [1] (as opposed to more general mobile ad hoc
th.at thls'approe}ch can reduce interference S|gn|f|c§mtly networks [12]). These are simply backbone, multihop
without increasing stretch factors to any appreciable nenyorks of wireless routers. The applications are typ-
extent. Detailed wireless network simulations also show ically related to community or metro-area networking

that this approach improves end-to-end throughput of . D . -
multihop flows relative to using omni-directional antennas. where there is a significant demand for bandwidth. This

Three or four directional antennas per network node with Makes use of directional antennas quite appropriate.
only moderate beamwidths are sufficient to improve the In mesh networks, the routers are stationary, powered
saturation throughput of multihop flows by a factor of 3—4. from mains outlet, and portability or small size is not a
critical requirement. However, cost realism is an issue,
and accordingly use of off-the-shelf radios running stan-
The advantages of directional antennas over matards compliant protocols is important. Proprietary MAC
traditional omni-directional antennas in wireless nelayer protocols are thus ruled out. These requirements
working are currently well-known. Directional antennaprompted us to look at the use of directional antennas
can focus energy in only the intended direction arfdom a completely different angle — from a more upper
thus automatically improvespatial reuse an impor- layer's point of view. Instead of using either steerable
tant performance factor in wireless network design. Ameam or switched beam directional antennas that can
additional benefit comes from the fact that directionglotentially communicate irmny direction, we use low-
antennas tend to have a longer range when using dust, non-steerable directional antennas. Essentially, we
same power as omni-directional because it concentraak ourselves this question: can we provide each node of
its energy in one direction instead of spreading it otlhe mesh network with multiple directional antennas and
on all directions. In wireless multihop networks, sucbrient them appropriately to form interesting topologies
as ad hoc or mesh networks, recent studies have shaueh that some notion of network capacity is improved?
that directional antennas can contribute significantly ©f course, one constraint is to use a legacy MAC proto-
improving capacity relative to their omni-directionatol (e.g., 802.11). Such a system can see deployments in
counterparts [21]. practical settings and can provide improved performance.
Simply replacing omni-directional antennas by direc- The rest of the paper is organized as follows. In
tional ones in the multihop network, however, is ndbection 1l we provide a background of the problem
very effective. Many studies have shown that effectivend provide a formulation. Section Il describes the
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algorithm. Section IV describes the performance of thee modeled relatively directly. For transmission on each
algorithm in terms of topological properties as well alink the number of nodes that are able to hear this trans-
using a detailed wireless network simulator. Section Mission provides a metric to model interference. This
describes the related work. We conclude in Section Vinterference metric can be evaluated directly from the
network topology. Existing literature has also considered
similar metrics in topology control problems [3].

In this section, we briefly describe the node and However, with the use of directional antennas, the
antenna model. We use mesh networks with omrdennectivity in the network (denoted by the average
directional antennas as a base case and point of comp@de degree) reduces. While this reduces interference;
ison. Let us denote that transmission range of the omthis may also increase path lengths in the network for
directional antenna is?,, and that of the directional multihop flows. A multihop flow now will need to
antenna isR,. If the directional antenna beamwidth isnake additional hop-wise transmissions to reach the
0 and the same transmit power is used at the radiestination, and thus will create (and be exposed to)
for both the directional and omni-directional cases, ttaditional interferences. Thus, care must be taken so as
ratio R,/ R, is equal ta2/ tan(6/2) following the model not to increase average path lengths too much (relative
given in [13]. to the base omni-directional case) that will undercut the

We assume that each node hadirectional antennasimprovement in the interference measure.
each with beamwidtl¥. We assume that the antennas Based on the above discussion, an optimization prob-
are connected to the radio interface via a switchingm arisesk directional antennas on each node are to be
logic. At the listening state the radio interface listensriented such that the network connectivity is preserved,
on all antennas. The signals are simply combined befaed the total interference experienced along the shortest
they reach the radio. For transmission, the radio choogegh (sum of the interference metric for all links on the
an appropriate antenna to transmit. The other antenpash) between a node pair — averaged over the shortest
are turned off. For reception also only one antenna pgths between all pairs of nodes — is minimized.
typically used. This is accomplished by the switching This is a hard problem. To see this, let us make
logic by monitoring the signal power incident on alkome simplifying assumptions (we will relax these later).
antennas. If the power is more than tieeeive threshold Assume that the transmission ranges for directional and
of the radio interface (i.e., enough power for the radiomni-directional antennas are the same (if&.= Ry),
to be able to receive successfully) on any one antenaad thatf is arbitrarily small such that a node can com-
only that antenna is kept active; the rest of the antenmasinicate with only one neighbor using one directional
are turned off. This can be accomplished during trentenna. Assume that = (V, E) is the unit-disk graph
data packet's physical layer preamble. This technigneodeling the network created by omni-directional anten-
reduces probability of collisions due to different packetas on all nodes. Then, the above optimization problem
receptions on different antennas that are overlappeecomes equivalent to determining a spanning subgraph
in time. Note that our topology control technique i€’ = (V, E’) of G such that the maximum node degree
meaningful even without such switching logic. Howevem G’ is k andG’ also has additional structural properties
in the modeling and experiments that follow we assuntieat either constrain or minimize interference. However,
such apparatus for improved performance. even discounting these additional structural properties,

Now, assume that we are given a mesh network withe simpler question of deciding whether a given graph
an omni-directional antenna on each node such that thehas a spanning tree with maximum degfeées NP-
network topology graph is connected. We want to replabard [4]. Thus, computing a subgraph with maximum
the omni-directional antennas withdirectional antennas node degreé is NP-hard as well. However, polynomial-
on each node, each with beamwidtl{k6 < 360°). The time approximation algorithms do exist in literature that
essential topology control problem now is howdigent can compute the minimum degree spanning tree of a
the k antennas on each node such that the network sgitaph within one from the optimal degree [4] that form
remains connected and some notion network throughpiie basis of our technique used in this paper.
is maximized. Since we do not have any direct mech- For tractability reasons, we solve the simpler problem
anism to model network throughput in graph theoretif orienting ¥ antennas on each node such that the
terms, we will assume that maximizing throughput isonnectivity is preserved. We expect that the reduced
equivalent tominimizing interferencelnterference can node degree will help reducing interference enough that

Il. BACKGROUND AND PROBLEM FORMULATION



another suitable edge is removed frafhresulting in
a spanning tree with fewer vertices having degree at
leastd — 1. Thus, the degree of the spanning tr€e
is iteratively reduced. One can show that number of
iterations isO(nlogn).

After the algorithm terminates, we ugearcs of angle
# and radiusR; on each node to cover all edges in
E'. These arcs represent individual directional antennas.
See Figure 1. In rare cases, this approach may fail as
k and @ are fixed in advance and some edges cannot
be covered. This can happen, for example, when the
maximum degree ofl" is larger thank, and 6 is not
Fig. 1. Operation of the algorithm. The thick edges are chosen @rge enough to ensure that more than one edge of the
the algorithm to create a minimum degree spanning tree, leaving d0aximum degree node can be covered by one antenna.
the dashed edges. The thrde={ 3 here) antennas are oriented suclin such cases, we use omni-directional antennas in these
that the thick edges are covered. nodes. This provides a fail-safe mechanism to keep the
network connected. However, in the simulation experi-

ments that we ran, we used reasonably large values of

specific constraint on the interference is not necessaé;y(corresponding to inexpensive, off-the-shelf antennas)
Thus, we do not use any explicit interference constrairétnd We never came across sucﬁ a situation '

We use a technique based on an existing approximationl.his is a centralized algorithm that could be run

algorithm th'at computes.a'mlnlmum degree spannl?r%m a central network operation center or a central
tree for a given graph within one more than the optj-

. . management switch, depending on the actual network
mal [4]. Relaxing the assumption of very sméll the g , 9ep g

roblem now becomes one of computing a sub raaﬁchitecture. While distributed algorithms to solve this
p/ , - puting g Broblem will be interesting, we feel that it is not of a
G' = (V. E) of a unit disk graphG = (V, E) such significant value. In practical settings a mesh network
that all outgoing edges of a node can be divided into d -np g

Bpol iil not change at any fast time scale. Th
mostk groups such that the maximum angle subtend%odoo ogy will not change at any fast ime scale. thus,

: ) e topology can be computed at a slow time scale or on
at that node by any pair of edges in the same grOUpdgmand when new nodes are added or nodes are taken
at mosté.

down. This can be done centrally. Antenna orientations
can be changed simply by attaching servo or stepper
motors at the antenna base.

Our technique is based oriifer and Raghavachari’s

algorithm on approximating a minimum degree spanning IV. PERFORMANCEEVALUATION

tree [4]. This algorithm is remarkably efficient. It runs in
time that is slightly more than the produgt||E|, and We have evaluated the performance of our method

produces a spanning tree with a maximum degree iyt @ set of comprehensive simulations on the qualnet

can beat most onanore than the optimal. The basic ide&Qetwork simulator [17]. All simulations are done Wi'Fh a
is to start with the network grapti = (V, E) formed network of 100 randomly placed nodes, the “nominal”

by using only omni-directional antennas. We ruirét tra_nsmissic_)n _range of each node being 70 meters, when
and Raghavachari’'s approximation algorithm 6hto USing omr_u-dlrectlonal antennas._ The_ nodes are placed
determine a minimum degree spanning tfee: (V, E'). randc_)mly in a square area of varying size dependm_g ona
The algorithm works as follows. It starts with a randor€NSity parameter. This enables us to evaluate the impact
spanning treel’ and iteratively improves on it. Leg ©Of varying spatial density.

denote the degree df. Let S be the set of vertices 1he following experimental parameters were used.
having degreel or d — 1 in the current spanning tree. « The field size is varied from 300 and 500 square
Let Ty,...,T, be the subtrees comprisiri§ — S. The meters so that the network topology is varied from
algorithm terminates if there is no edge between these sparse and dense extremes. The extreme ends cor-
subtrees. If, on the other hand, there is an edge between respond tcaveragenode degrees of approximately
the subtrees; and 7}, this edge is inserted i’ and 5 and 13, respectively.

[11. ALGORITHM DESCRIPTION




« Three different antenna beamwidths have been cho- "
sen (0°, 45° and 60°) — corresponding to com- " ‘ ‘ T30 ——
monly available low-cost directional antennas.
« The number of antennas at each node is chosef
to be either 3 or 4. Note that only 2 antennass 1,
make the problem equivalent to the Hamiltoniang
path problem. We felt that more than 4 antennast
are too many from practical set up point of view.
For the simulation experiments shortest path (in num- 400 450
ber of hops) routing is used. Since the mesh network is Field Size
stationary, for the purpose of the reported experiments
it is sufficient to set up shortest path routes at the
beginning of the experiments by running any shortest
path routing protocol. The routing protocol is run only 20 x : x
at the beginning and not during the experiments so that 12
purely application performance can be measured withou$ .,
any interaction from the routing protocol. g 12
Three performance metrics are evaluated. The first *°
two correspond taopological propertieof the network
graph — i)average interference per network lirdnd (i)
average stretch factoidnterference for a network link is
represented by the number of nodes that are interfered 3 30 Fie:jogize 450 00
by this link (i.e., the number of nodes that will defer
to the transmission on this link). For omni-directional (b) 4 antennas per node.
antennas, this metric for a linku, v) is the number of
nodes that are within a distanég from the transmitting Fig. 2. Average interference per link with different beamwidths.
nodew. For directional antennas, this is the number of
nodes (e.g.z) such thatr is within a distanceR; from
u, andz is within an antenna beam af and vice versa. run for both omni-directional and directional antenna
The interference metric is averaged over all links in theases — complete with the 802.11-based MAC layer
network. model and appropriate antenna models in the physical
Solely evaluating interference per link is not sufficientayer. A set of CBR flows are set up between random
This is because as the topology control limits the netwoslource-destination pairs. The packet delivery fraction is
degree, the hop-wise distance between node pairs exaluated as a measure of application-visible throughput
increase. This will make a multihop flow to traverséor long-running simulations.
more hops (make more transmissions), thus potentially . . .
increasing overall interference. Thus, we also evaludte Evaluating Topological Properties
the stretch factor which represents the fractional change Figures 2(a) and (b) plot the average interference per
of the shortest path lengths when directional antennas with varying density of the network (from dense to
(as oriented by our algorithm) replace omni-directionaparse) and with different beamwidths. It is seen that
antennas in the mesh network. This quantity is averagesl the field size increases (i.e., the network becomes
over all node pairs in the network. sparser) the interference decreases as each node has
Interference and stretch factor are evaluated directwer neighbors to interfere with. For the same reason,
on the network graph for the omni-directional and direéaterference decreases with decreasing beamwidth, as the
tional cases, without requiring qualnet simulation. Whilantenna has more limited coverage decreasing the num-
evaluation of such topological properties provide us wither of neighbors. Similarly, with 4 antennas interference
insights into the topology control aspects, it still does n& slightly more than with 3 antennas.
directly show howapplication-visible throughpuinight Figure 3(a) and (b) plot the average stretch factor with
improve with the use of directional antennas. To evaluatarying density of the network. We notice two distinct
application-visible throughput, qualnet simulations agghenomena here. First, the stretch factor decreases with
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Fig. 3. Average Stretch factors with different beamwidths.

decreasing density. Second, as the density decreasézs,z?

antennas with smaller beamwidth perform better tharg
antennas with larger beamwidth. Notice the cross-ovet
of the curves.

Pack

B. Evaluating Application Visible Throughput

Here, we present the throughput measurements per-
formed in the qualnet simulator on application traf-
fic. Two networks are used with 100 randomly placed
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nodes: sparse (500 sq meters area) and dense (300 sq

meters area). The network topology is computed when
omni-directional antennas are used using the nominal
transmission range of omni-directional antennas. This
topology is used as the input to compute the orientatiori»
of the directional antennas. Figure 4 plots the packeg
delivery fraction for 50 CBR flows the network between £
a random set of source-destination pairs, for 3 and 4
directional antennas per node and various beam-widths.
Each point in the plots is the average for six different

random networks. The omni-directional performance is

shown for comparison. The packet rate on the CBR
flows is increased to increase the offered load in the
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network. The plots clearly demonstrates the much sugetocal Minimum Spanning Trealgorithm, where the
rior performance with directional antennas. Roughly thepology derived preserves connectivity and the degree
packet delivery plots start dropping significantly for thef any node in the resulting topology is bounded by 6.
directional cases at roughly 3-4 times larger offered loalh [9] authors preseritocalized Delaunay Triangulation
This represents a 3-4 fold increase in application visibée localized protocol that constructs a planar spanner
capacity of the network. of a given unit disk graph. The topology contains all
Note that for a sparse network (500 sg. meters fiellde edges that are both in the unit disk graph and the
size, Figure 4(a),(c)) small beamwidth antennas wodelaunay triangulation of all nodes. It is proved that the
better. This is also confirmed from the stretch fact@hortest path in this topology between any two nodes
and interference plots presented earlier. Note the spaasel v is at most a constant factor of the shortest path
extreme of those plots. On the other hand, for a densennectingu and v in the unit disk graph. In [19] the
network (300 sg. meters field size, Figure 4(b),(dputhors present an algorithm for localized construction
stretch factor favors the large beamwidth whereas iaf a bounded degree planner spanndr provides very
terference favors the small beamwidth antenna (see twod results in simulations, but the bound on the highest
prior plots). These two factors compete against eadkgree of a node is large (approximately 19).
other and hence performance of the different antennaFinally, a significant amount of research has been

beamwidth’s networks are mostly same. performed for topology control approaches in the context
of transmit power control (TPC) either to conserve power
V. RELATED WORK or to reduce interference. See, for example, [7], [10],
There are two sets of related work for our approadh4], [20].
— MAC protocols that utilizes directional antennas VI. CONCLUSIONS
22?W;[)?E§.Iogy control approaches in multihop wireless In this work, we presented a topology control approach

t(g)f using directional antennas in wireless multihop net-

Ramanathan in [13] did a broad-based analysis works. The goal is to design a system using simple
the impact directional capabilities of antennas may have ' 9 9 y 9 P

dléectional antennas and legacy MAC layer protocols
on network performance and protocol support need such as 802.11) and find orientations of the antennas
to support directional antennas effectively. In [6] th j

authors argued that conventional MAC protocols sucl that network remains connected. The problem is
clidressed by assuming that a reasonable number of

as 802.11 are not suitable in presence of direction , .
. irectional antennaskf are available on each node that
antennas. Since then several MAC protocols were pro- . . : .
n be oriented (statically) at will, and then using a

posed to effectively use the directional antennas capat?f‘ﬂ

ities. Examples include [6], [11], [18]. An experimenta nown approx_lmatlon algorithm to creatg a minimum
) o dequee spanning tree. Interference metrics or resultant

testbed using directional antenna based ad hoc netngIan es in path lenaths are not directly controlled
has been described in [15]. These works differ in tr]_e[ g path 9 y '
gwever, evaluations show that the resultant topology

exact directional antenna model used and on hardW%re ) : . .
as low interference and stretch factor. Simulations using

assumptions such as availability of location informatiorghe qualnet simulator demonstrate that with only 3 or

angle of arrival information, etc. They often addresi antennas on each node with beamwidths between

specific MAC layer problems that arise (such as deafnes e ) .

bectl yerp . Ise (su 30%— 60°, it is possible to increase the end-to-end sat-
or new forms of hidden terminal problem) due to the use tion th hout f itihop b fact ;
of directional antennas. uration throughput for multihop flows by a factor o

In our knowledge, there has not been any prior woFf<_4' This presents a significant opportunity for using

. L commodity directional antennas to improve performance
on topology control using directional antennas. Howevetr,

) - in a wireless mesh network even with legacy 802.11
several approaches are close to our work in spirit as t
) - . AC protocol.
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