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Abstract: The heterogeneous IoT devices (such as smartphones, or sensors) are often equipped with wireless interfaces which can be used to create self-organising multi-hop networks. Any device/node in such networks often requires to broadcast packets for data dissemination and route discovery. The straightforward way
to accomplish broadcasting is through *floodiing*, where each node transmits the broadcast message only once. Drawback of such a naive mechanism is its serious bottleneck on network throughput caused by redundant traffic, serious contention, and collision. In the literature, several methods for creating a connected dominant set (CDS) were proposed to overcome performance bottleneck. CDS can be used as a virtual backbone for broadcasting where only the member nodes of the CDS would forward the message. CDS construction could be either centralised or distributed. The algorithms proposed in the literature aim at minimizing the number of forwarding. Neither centralised nor distributed approaches minimise contention that we address in this paper. The contention occurs when certain nodes located in close vicinity of each other want to access a shared channel. Notably, at the time of contention one exclusive node obtains opportunity to transmit on the medium and others need to postpone their sending on the shared medium. In this paper, we also provide a novel mathematical analysis of contention and show that contention is heavily dependent on node density in the network and transmission radius of each node. Then a new centralised algorithm called *Contention Aware Connected Dominating Set (CACDS)* is devised which intellectually selects member nodes while creating a CDS. This helps to reduce contention. Since collecting global network topology is very difficult to achieve entirely, a distributed algorithm and a hybrid distributed algorithm has also been devised. Finally, the proposed algorithms have been implemented in the state-of-the-art simulator *NS-2*. The proposed heuristics’ performance has been captured using simulation experiments under practical settings which shows a significant reduction in contention. Moreover, their performance outperforms some other state-of-the-art algorithms’ performance with regards to contention and delay minimisation, although the number of forwarding has been increased marginally.
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1 Introduction

The emergent of Internet of Things (IoT) needs inter-connectivity among different heterogeneous devices ranging from complex smartphones to simple sensors. It requires out of the ordinary technologies and communication solutions to achieve this kind of inter-connectivity. Notably, most of the IoT devices such as smartphones, tablets, cameras, sensors, and other instrumentation are often well-equipped with wireless transceivers. As more and more IoT devices are being added, more opportunities are being created for wireless multi-hop communication technologies either on a regular or on an ad-hoc basis. As a result, the role of wireless multi-hop networks in the successful deployment of emerging IoT is essential in order to provide better connectivity level between objects, processes, services, and people.

A wireless multi-hop network can be thought of as a set of a several portable IoT devices which dynamically creates a network to establish connection among individual devices with no previous framework such as router or access point or any centralised system. The wireless ad-hoc network is suitable for a variety of application for its minimal configuration and quick deployment. Communicating with each other is quite difficult for mobile nodes. This is due to lack of power supply, inefficient use of channel and more. To overcome these problems, the nodes often depend on intermediate nodes to send and receive data over the network and forward packets on behalf of others.
The most general communication method in a network is **Broadcasting**. Broadcasting is the process of sending data to all the devices on the network simultaneously. Even when we are not broadcasting data, this method is specially effective for searching new paths for a destination and finding the distance of a specific node. But it is also the most intensive as a large number of messages are required.

Blind flooding is the simplest approach for broadcasting where every node in the network rebroadcast a message exactly once after being originated from any source. Such a naive memory less approach (surprisingly) guarantees reachability to all nodes even under high mobility. Unfortunately naive flooding causes too much redundant traffic, creates contention, and collision ultimately resulting into broadcast storm problem [1]. This problem can be reduced to some extent by creating a virtual backbone on top of actual topology. Once the backbone is created it is easy to run any traditional routing protocol on the overlay network created by this virtual backbone [2].

A good number of virtual backbone have been established to deal with the Broadcast Storm Problem. The most commonly used one is the Connected Dominating Set (CDS). A CDS is usually developed by representing the whole network as a graph. If graph $G = (V, E)$ represents the network, $V$ is the set of all nodes in the network and $E$ is the set of communication links among them. CDS is the subset $D$ of the graph $G$ if it asserts the following two conditions.

- All nodes in $D$ are connected.
- Nodes that don’t belong to $D$ are 1-hop neighbour of at least one of the member of $D$.

Just forwarding by the members of CDS a packet can be transmitted efficiently throughout the network.

Many centralised and distributed algorithms [3] [2] [4] have already been formulated to construct CDS. Nevertheless all of these are destined to scale down packet re-transmission. There is a fact that, most of the CDS algorithms aim at decreasing the number of redundant packet generation, not at reducing contention problem. Contention implies race for shared resources. This term is used particularly in networks to portray the situation where at least two nodes are trying to transmit a message over a shared channel. In a wireless ad-hoc network, once the broadcasting of a message is initiated, contention can occur if two or more adjacent nodes are within the transmission range of each other and try to rebroadcast the message.

The major contributions of the paper are summarized below:

(a) In this paper, we mathematically analyze contention and demonstrate that, it is an element of a few system parameters, for example, density of the devices in the network and the transmission ranges of the devices.

(b) Additionally, we have proposed novel centralized and distributed algorithms for constructing CDS that minimize contention and consequently, the delay. The algorithms proposed in the previous works along the same direction aim at minimizing number of forwarding but neither contention nor delay.

(c) To develop CDS by utilising the complete topology data of an entire network, a centralised algorithm has been developed. As it is inconvenient to collect and gather the complete topology data, we have also presented a couple of distributed algorithms.

(d) The performance analysis of the centralised and distributed algorithms with regards to delay and number of forwarding nodes is further shown using ns-2 simulator under realistic settings. Experimental results show that an increase in size of the forwarding list by
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(a) Constructing CDS with Contention  
(b) Contention free CDS Construction

Figure 1: Construction of CDS

0-5%, reduces the delay of the network up to 1-8% as the contention has been significantly reduced.

In a nutshell, this paper is arranged as follows. In Section 2, the basis of this work has been explained. In Section 3, the state-of-the-art research works are presented. In Section 4, we mathematically analyse contention and lay out the foundation of this work. In Section 5, the crucial terminologies, considered state-of-art algorithms, and the methodology of the newly developed algorithms are discussed with examples. Section 6 represents the simulation and performance evaluation.

2 Working principle

A network is depicted by a graph $G = (V, E)$. Here, $V$ is the collection of devices and $E$ is the collection of connections among the devices. The set $D$ which is a subset of $V$ can form CDS if it has the characteristics stated below:

(i) if a node $v \in D$ then $v$ is reachable from any other node in $D$.

(ii) For a node $u$, if $u$ is a member of $V$ then either $u$ is a member of $D$ or $u$ is a neighbour of a node in $D$.

After constructing CDS, broadcasting is executed as pursues:- in the event that the broadcast initialiser belongs to CDS, every node will receive packet in due process of forwarding by the nodes in CDS. Since nodes that do not belong to CDS are adjacent to at least one of the node in CDS. The initialiser can broadcast packet to it’s adjacent nodes in the event that it does not belong to CDS. Again, there is at least there is one node in CDS adjacent to that initialiser. Thus just forwarding by the nodes in CDS packet will reach to every node in the network.

The primary objective of this work is to build a CDS in such a way so that when a message is forwarded by the nodes in CDS, the contentions among the nodes are as minimum as possible. In other words, a CDS will be constructed that will keenly choose the nodes to diminish contention. Let us consider the instance delineated in Figure 1.
Here all possible CDSs are:

\[ CDS = \{A, B, F\}, \{A, B, C\}, \{C, D, B\}, \{A, B, G\}, \{A, B, C, D\} \]

For this graph the minimum size CDSs are:

\[ MCDS = \{A, B, G\}, \{A, B, F\}, \{A, B, C\}, \{C, D, B\} \]

And contention aware CDSs are:

\[ CACDS = \{A, B, F\}, \{A, B, G\}, \{C, D, B\} \]

Contention occurs if two neighbouring nodes attempts to broadcast a packet subsequently because only one node can use the shared channel at a time. Consider the Figure 1(a), node A, B and C are in the forward list. After receiving a packet from node A, node B and C create contention while rebroadcasting the packet. But, if we select forwarding nodes intelligently we can reduce contention. In the scenario of Figure 1(b) A, B and F are selected as a forwarding nodes. After receiving a packet from node A, node B and F can re-broadcast packet in parallel at the same time. This is because node B and F are not within the transmission range of one another.

3 Related Works

A few methodologies have been proposed to diminish the Broadcast Storm Problem. By constructing virtual backbone for broadcasting, this problem can be reduced. Ephrardides first introduced such an idea of constructing connected dominating set (CDS) which acts as a virtual backbone. After that, numerous research have been performed where several methodologies have been proposed for constructing CDS which can be ordered into two categories: centralised and distributed.

CDS can be constructed in numerous ways. However, constructing minimum connected dominating set (MCDS) is NP-complete problem. Constructing a broadcast tree in which packet forwarding is minimum is similar but harder than MCDS. So, to construct a broadcast tree which is nearly optimal, several algorithms have been proposed using approximations and heuristics.

Such heuristic algorithm was first proposed by Guha and Khullar which uses greedy approach to construct minimum connected dominating set (MCDS) and Weakly connected dominating set (WCDS). Ruan et al. proposed a new one-step greedy approximation with a non supmodular potential function and with a performance ratio 2 was proposed to construct a Minimum Connected Dominating Set(MCDS). In authors propose a greedy algorithm for MCDS in unit-disk graphs based on Maximal Independent Set (MIS). Min et al. propose to use a Steiner tree with the minimum number of Steiner nodes (ST-MSN). Das et al. tried to improve it with a new degree-based multiple leaders initiated greedy approximation algorithm (PSCASTS) and improved Steiner-tree construction. Another work by Al-Nabhan et al. proposed three centralised algorithms to construct CDS by dividing the set of nodes into two basic sets (core nodes and supporting nodes). Another improvement of CDS construction algorithm has been devised by Lou et al. In the authors for the first time studied the MCDS construction under the discrete beeping model.
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In real environment it is complex to collect the information of global topology. Hence, to develop CDS in multi-hop networks, distributed algorithms are more preferable. The distributed version of the Guha and Khuller's [6] algorithms was implemented by Das and Bharghavan [15] which has high message overheads. Though Wu and Li in [16] proposed an algorithm using two-hop neighbourhood information, any performance analysis was not provided. Self Pruning (SP), a reactive algorithm was proposed by Lim and Kim [17] where neighbourhood information is used directly to choose forwarding nodes. An improved probabilistic broadcast based on self pruning was devised here[18]. In another algorithm titled Dominant Pruning (DP) a node selects forwarding nodes from it’s one-hop neighbour in such a way that a packet can reach to all it’s two-hop neighbours. DP incurs more overhead compared to self-pruning as DP requires two hop neighbour information whereas self-pruning requires only one hop information. To reduce this overhead Nowak et al. provided a global queue pruning method[19]. This one also provides assurance of the delivery of the messages to every node in the network. Later on, several optimisations have been proposed to reduce the number of packet forwarding.

In particular, Anannya et al. [20] propose further reduction in number of forwarding using extended three-hop neighbourhood information. Rahman et. al. [21] propose an extension of dominant pruning to provide fault tolerance that will continue to work under unreliable environment. They reformulate the broadcasting problem from the set cover problem (as in DP) to set multi-cover problem. Shi et al.[22] provides a greedy algorithm to build a fault tolerant CDS modeled as a k-connected m-fold dominating set ((k,m) - CDS for short). However, their work also overlooked contention.

Though all the above mentioned algorithms aim to diminish overheads and number of forwarding, no algorithms have been designed to minimise contention. In this paper, we introduce new algorithms to construct “contention-aware” connected dominating set (CDS) to fill this notable gap. When contention is significantly reduced, broadcast message can propagate faster throughout the network experiencing less delay on a per hop basis.

4 Analysis of Contention

In this section, we develop an analytic model for determining contention in wireless multi-hop networks.
4.1 Contention Probability of a node

Let us consider \( n \) number of nodes have been uniformly deployed over a rectangular area \( A \). Therefore, the average node density becomes: \( \mu = n/A \).

Consider the scenario illustrated in Figure 2 where node \( u \) has transmitted a broadcast packet and some hosts including node \( v \) has received the packet. If all these hosts try to rebroadcast contention may occur because two or more hosts around node \( u \) are likely to be very close to each other and the channel is shared wireless channel. Let us analyse the case of node \( v \). Node \( u \) and node \( v \) are located \( d \) distance apart. Let, \( S_u \) and \( S_v \) denote the circular region covered by node \( u \)'s and node \( v \)'s transmission range, respectively. \( S_u \cap v \) is the intersection area of the two circles \( S_u \) and \( S_v \) centered at two nodes \( u \) and \( v \). When \( v \) would forward/rebroadcast the packet, another node \( z \) may contend with it if \( z \) is located in the area \( S_u \cap v \). Thus contention probability clearly depends on the size of the intersection area \( S_u \cap v \). Let us find this intersecting area as shown below.

A homogeneous system is assumed where each node in the network has the similar transmission range. Suppose \( r \) is the radius of \( S_u \) and \( S_v \). We can define \( S_u \cap v \) by the following simple equation:

\[
|S_u \cap v| = INTC(d) = 4 \int_{d/2}^{r} \sqrt{r^2 - x^2} dx
\]  

(1)

In another work [23] the derivation of the integration in Equation 1 has been shown. For better readability we present the derivation again in this paper. To get the result of integration we need to translate the Cartesian co-ordinates into polar co-ordinates by replacing \( x = r \sin \theta \). Therefore, \( \theta = \sin^{-1} \left( \frac{x}{r} \right) \). The upper limit \( r \) becomes \( \sin^{-1} \left( \frac{d}{2r} \right) = \sin^{-1} \left( \frac{1}{2} \right) = \frac{\pi}{6} \). Similarly the lower limit \( d/2 \) becomes \( \sin^{-1} \left( \frac{d}{2r} \right) = \sin^{-1} \left( \frac{d}{2r} \right) \). By substituting lower and upper limits derived for polar coordinates, Equation 1 becomes:

\[
INTC(d) = 4 \int_{\sin^{-1}(d/2r)}^{\pi/2} \left( \sqrt{r^2 - r^2 \sin^2 \theta} \right) r \cos \theta d\theta
\]
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\[ r^2 \times \left[ \pi - 2 \sin^{-1} \left( \frac{d}{2r} \right) - \sin 2 \sin^{-1} \left( \frac{d}{2r} \right) \right] \]  

(2)

When nodes \( u \) and \( v \) are \( x \) distance apart the intersection area can be obtained from Equation 2 by putting \( d = x \) which becomes:

\[ \text{INTC}(x) = r^2 \times \left[ \pi - 2 \sin^{-1} \left( \frac{x}{2r} \right) - \sin 2 \sin^{-1} \left( \frac{x}{2r} \right) \right] \]

(3)

Using Equation 3 the intersection area \( S_{u \cap v} \) becomes:

\[ |S_{u \cap v}| = \text{INTC}(x) \]

\[ = r^2 \times \left[ \pi - 2 \sin^{-1} \left( \frac{x}{2r} \right) - \sin 2 \sin^{-1} \left( \frac{x}{2r} \right) \right] \]

\[ = \pi r^2 - r^2 \left[ 2 \sin^{-1} \left( \frac{x}{2r} \right) + \frac{x}{r} \sqrt{1 - \frac{x^2}{4r^2}} \right] \]

\[ = \pi r^2 - r^2 \left[ 2 \sin^{-1} \left( \frac{x}{2r} \right) + \frac{x}{2r^2} \sqrt{4r^2 - x^2} \right] \]

(4)

Upon receiving the broadcast packet from node \( u \), the node \( v \) will contend with its neighbour(s) only if it has at least one node in the intersection area of \( u \) and \( v \). If the intersection area is empty, then no neighbours of \( v \) will contend when node \( v \) will forward the packet. Therefore, contention probability of node \( v \), \( P_C(x) \) becomes the probability that there exist at least one node in the intersection area \( S_{u \cap v} \) of \( u \) and \( v \) node pair where \( x \) is the distance between two nodes.

The probability that a node exists in an area \( B \) inside the deployment area \( A \) (Under uniform distribution) is \([24]\):

\[ P_B = \frac{|B|}{|A|} \]

Hence, the probability that a node exists in the intersecting area \( \text{INTC}(x) \) within the deployment area \( A \) is:

\[ P_b = \frac{\text{INTC}(x)}{A} = \frac{\text{INTC}(x) \times \mu}{n} \]

(5)

The probability \( P_k(\text{INTC}(x)) \) that exactly \( k \) nodes exist in the intersection area is:

\[ P_k(\text{INTC}(x)) = \binom{n - 2}{k} P_b^k \times (1 - P_b)^{n-2-k} \]

(6)

In Equation 6 we have used \( n-2 \) instead of \( n \) as we want to exclude \( u \) and \( v \). For small \( P_b \) and large \( n \), the Poisson distribution can be used to approximate the binomial distribution \([24], [25]\). So,

\[ P_k(\text{INTC}(x)) = \frac{(nP_b)^k e^{-nP_b}}{k!} \]

(7)
The contention probability becomes the probability that there exists at least one node in the intersection region, $\text{INTC}(x)$.

$$P_C(x) = \sum_{k=1}^{n} P_k(\text{INTC}(x))$$

$$= \sum_{k=1}^{\infty} \frac{(nP_k)^{k} \times e^{-nP_k}}{k!}$$

$$= 1 - e^{-\pi \mu r^2 + \mu r^2 \left\{ 2 \sin^{-1}\left( \frac{x}{r} \right) + \frac{x}{r} \sqrt{4r^2-x^2} \right\}}$$

(8)

The detail derivation of Equation 8 is given in the Appendix (see Equation 12).

4.2 Analysis

In Equation 8, the contention probability is function of three network parameters, node distance ($x$), maximum communication range ($r$) and node density ($\mu$). When $x = r$, the distance from the source is largest and from Equation 8, we get:

$$P_C(x) = 1 - e^{-\pi \mu r^2 + \mu r^2 \left\{ 2 \sin^{-1}\left( \frac{x}{r} \right) + \frac{x}{r} \sqrt{4r^2-x^2} \right\}}$$

$$= 1 - e^{-\pi \mu r^2 + \mu r^2 \left\{ 2 \sin^{-1}\left( \frac{r}{r} \right) + \frac{r}{r} \sqrt{4r^2-r^2} \right\}}$$

$$= 1 - e^{-\pi \mu r^2 + \mu r^2 \left[ \frac{\pi}{2} + \frac{\sqrt{3}}{2} \right]}$$

$$= 1 - e^{-\pi \mu r^2 \left[ \frac{\pi}{2} + \frac{\sqrt{3}}{2} \right]}$$

(9)

When the distance from the source is smallest with $x = 0$, we get:

$$P_C(x) = 1 - e^{-\pi \mu r^2 + \mu r^2 \left\{ 2 \sin^{-1}\left( \frac{x}{r} \right) + \frac{x}{r} \sqrt{4r^2-x^2} \right\}}$$

$$= 1 - e^{-\pi \mu r^2 + \mu r^2 \left\{ 2 \sin^{-1}\left( \frac{0}{r} \right) + \frac{0}{r} \sqrt{4r^2-0^2} \right\}}$$

$$= 1 - e^{-\pi \mu r^2 - \mu r^2 \left\{ 2 \sin^{-1}(0) + 0 \} \right\}}$$

$$= 1 - e^{-\pi \mu r^2}$$

(10)
Thus the probability of contention varies between \( 1 - e^{-\mu r^2 \left[ \frac{\pi}{3} + \frac{\sqrt{3}}{2} \right]} \) to \( 1 - e^{-\pi \mu r^2} \). Consequently, the maximum value \( 1 - e^{-\pi \mu r^2} \) increases with the increase of \( \mu \) and \( r \).

Figure 4 shows the effect of node distance (\( x \)) on contention probability. The contention probability decreases when the distance is increased. The main reasoning is as follows. If we consider Figure 2, the size of the intersection area decreases with the distance from the source. Thus, more distant nodes from the source have smaller intersection area and less number of nodes is probable to fall in this intersection area under uniform distribution. Thus, less number of nodes would contend with the node causing lower contention probability \( P_C(x) \).
Figure 4 shows node density ($\mu$) affects contention probability. If we increase node density, more nodes will exist in the intersection area. In this way the probability of contention increases exponentially if node density increases.

Finally, Figure 5 shows the effect of maximum communication range ($r$) on contention probability. The contention probability exponentially increases with maximum communication range $r$. Large transmission range covers more nodes in the intersection area and the contention probability increases accordingly.

In summary, contention probability drastically increases with the increase in node density and maximum communication range. Also it is inversely proportional to the distance. Therefore, every node of a neighbour can not be equally considered for forwarding tasks and someone needs to select them intelligently. This phenomena motivates us to develop the contention aware CDS construction algorithms, both centralised and distributed versions which we present next.

5 Contention Aware CDS construction Algorithms

In this section, we introduce three algorithms:- first, a centralised algorithm, secondly, a distributed algorithm and finally, a hybrid algorithm which is inherently distributed in nature. Global topology information is used to construct CDS in centralised algorithm whereas only two-hop neighbourhood information is used to generate forwarding list in both distributed algorithms. As distributed algorithms are more likely to be used in practical scenarios, we are providing two distributed algorithms.

Before going into details, at first, we provide some background information and definitions next.

5.1 Preliminaries

We will represent the ad-hoc network with a graph $G(V, E)$. Here $V$ is the set of nodes in the network and $E$ is the edges that indicate connectivity between two nodes. The set of all the one-hop neighbours (adjacent nodes) of node $u$ is defined by $N(u)$ and the set of all the nodes that are at most two-hop away from node node $u$ is represented by $N(N(u))$. The nodes are that selected from the adjacent nodes of $u$ to be the forwarding nodes are defined by $F_u$. $B_u$ represents all the one-hop neighbours of node $u$ which are possible candidates to be the selected as forwarding nodes by node $u$ and finally, $U_u$ represents the set of all the uncovered two-hop neighbours of node $u$. While constructing the forwarding list $F_u$, node $u$ selects some nodes from $B_u$ set that will cover the nodes listed in $U_u$ set.

We have used MCDS [6] and Dominant Pruning [17] as background approach to assess the new proposed methodologies.

(i) MCDS Construction Algorithm: MCDS construction algorithm uses colouring method to find out the MCDS from a graph. Each node of the graph is given colour white at the beginning of this algorithm. Among all the white node, a node is selected which is connected to most of the nodes, in other word, the node which has the maximum cardinality is selected first and it is coloured black. The adjacent nodes of that selected node is coloured gray. The next node of this process is selected from the gray ones.

The selection is done on the basis of the highest quantity of white adjacent nodes. The selected one is kept in the list of black nodes. This selection procedure continues to run as long as any white node exists. The MCDS is consist of all the black nodes.
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(a) Each node is coloured WHITE
(b) Node A has been chosen and coloured BLACK
(c) Node B has been chosen and the process continues
(d) Finally node A, B, C constructs the MCDS

Figure 6: Construction of MCDS

The above described algorithm is illustrated in the following example. Figure 6(a) represents a network which has 7 nodes (A, B, C, D, E, F, G). Node A is selected and coloured black as it has maximum cardinality. All its one hop neighbours (node B, C, F, G) are coloured gray (shown in Figure 6(b)). Among the gray nodes, the next step is to find the node which one has the maximum number of white neighbours. Nodes B, C and F each has one white neighbour and G has no white neighbour. Suppose, node B is chosen randomly and coloured black. Its one hop neighbour (node E) is coloured gray (shown in Figure 6(c)). Now from all the gray nodes we have node C and F having maximum number of white neighbour which is 1. Suppose, C is chosen and colored black and its neighbouring node (node D) is colored gray (shown in Figure 6(d)). So,

$$MCDS = \{A, B, C\}$$

(ii) Dominant Pruning: Let us discuss the procedure of creating the forwarding list that is followed by dominant pruning. Let us presume that, u sends a message to v. A forwarding list ($F_u$) is attached with the packet header. For a node v in forwarding list, it will create next forwarding list before rebroadcasting the packet. For constructing the new forwarding list, node u will need all the two-hop neighbours $U_v$ that are not listed. Node v selects a neighbour $p \in B_v$ and $p \notin F_v$ to cover the highest number of nodes in $U_v$, in other word, a node p is selected if $|N(p) \cap U_v|$ is maximum among all the nodes in $B_v$. Next v added p in $F_v$. The set $U_v$ is updates as $U_v = U_v - N(p)$. The process terminates when there remains no nodes to cover.

5.2 Centralised Contention Aware Connected Dominating Set Algorithm

We showed the centralised CACDS in Algorithm 1. We have coloured the nodes white, gray and black at different situations. Initially, every node of the network are coloured white. The white nodes are stored into a set named WhiteSet. Among the nodes in WhiteSet, the node which has maximum number of adjacent nodes is chosen and stored in BlackSet (shown in line 7-8 of Algorithm 1). Black nodes are the member of CDS. If several nodes have equal maximum cardinality, then a node is randomly selected from all them. All the one-hop neighbours of the selected node are coloured gray and placed in a set GraySet. The selected node as well as its one hop neighbouring nodes are discarded from WhiteSet set. Among the nodes in GraySet, the algorithm looks for a node which has minimum
number of black neighbouring nodes. These nodes are kept in Candidates set (shown in line 19-24 of Algorithm 1). As we know, the black nodes are the member of CDS, so any node selecting from Candidates set will surely minimise the probability of occurring contention. If there arise an occurrence of a tie, a node is chosen from the Candidates set which one has the highest number of white neighbours. The chosen node is placed in BlackSet as well as all of its white neighbours are coloured gray (shown in line 25-31 of Algorithm 1). This recursive selection procedure continues until no white node exists in the network. Finally the BlackSet is our resultant CACDS.

The above described algorithm is illustrated in the following example. Figure 7(a) represents a network which has 7 nodes (A,B,C,D,E,F,G). The maximum cardinality of a node is 4 for this graph and A is such a node. So, as we described in the algorithm, node A is selected. Node A is coloured black and all its one hop neighbours (node B,C,D,G) are coloured gray (shown in Figure 7(b)). Among the gray nodes, the next step is to find the node which one has the minimum number of black neighbours. At this stage, all the gray nodes has only one black neighbour which is node A. As we know, in case of a tie, the algorithm search for a node who has maximum number of white neighbours. Here, node B, C and D each has one white neighbours where node G has no white neighbours. Suppose, node B is selected randomly and coloured black. Neighbouring node of node B, node F is coloured gray shown in 7(c). Now, we have left with only one white node which is node E. Node E can be covered by node C, D and F. Among these three nodes, node C now has maximum number of black neighbours (node A and B) where both node D and F has only one black neighbour. Hence, node C is no longer a candidate to be chosen to cover node E. In the Figure 7(d), node D is selected to cover node E and finally, node A, B and node D are the members of centralised CACDS. So,

\[ \text{CACDS} = \{A, B, D\} \]

Complexity Analysis of Centralised CACDS: In this algorithm we have three sets: WhiteSet, BlackSet and GraySet. Initially, all the nodes are in WhiteSet. So, the outer WhileLoop starting from line 11 will run in \(O(V)\) times. This While Loop ends on line 39 and it encloses three inner-loops. The maximum number of nodes in GraySet is V-1. So, these three loops can run at most V-1 times in worst case. Hence, \(O(V^2)\) is the run time complexity of Centralised CACDS.
Algorithm 1 Centralised CACDS

1: INPUT: G(V,E)
2: RESULT {CACDS}
3: BlackSet = ∅;
4: GraySet = ∅;
5: WhiteSet = V;
6: CACDS = ∅;
7: Find the node v ∈ V with maximum cardinality max(degree(v));
8: BlackSet = BlackSet ∪ {v};
9: GraySet = N(v) − BlackSet;
10: WhiteSet = WhiteSet − N(v);
11: while WhiteSet is not empty do
12:     WhiteMax = 0, BlackMin = ||V||, Candidates = ∅;
13:     for all s ∈ GraySet do
14:         BlackCount = ||BlackSet ∩ N(s)||;
15:         if BlackCount < BlackMin then
16:             BlackMin = BlackCount;
17:         end if
18:     end for
19:     for all node s ∈ GraySet do
20:         BlackCount = ||BlackSet ∩ N(s)||;
21:         if BlackCount = BlackMin then
22:             Candidates = Candidates ∪ {s};
23:         end if
24:     end for
25:     for all s ∈ Candidates do
26:         WhiteCount = ||WhiteSet ∩ N(s)||;
27:         if WhiteCount > WhiteMax then
28:             WhiteMax = WhiteCount;
29:             selected = s;
30:         end if
31:     end for
32:     if WhiteMax > 0 then
33:         BlackSet = BlackSet ∪ {selected};
34:         WhiteSet = WhiteSet − N(selected);
35:         GraySet = GraySet ∪ (N(selected) − BlackSet);
36:     else
37:         GraySet = GraySet − Candidates;
38:     end if
39: end while
40: CACDS = BlackSet;
5.3 Distributed Contention aware Connected Dominating Set (Distributed CACDS) Algorithm

The algorithm is designed assuming that, every node is provided with the information of its 2-hop neighbours. If node \( v \) receives a packet from node \( u \) and if it is already in the forwarding list of \( u \), it creates its own forwarding list. To create the forward list \( (F_v) \), it discovers all of its undiscovered two-hop neighbours \( (U_v) \) by using its one-hop neighbours \( (B_v) \). We can calculate \( U_v \) and \( B_v \) from the following formulas:

\[
U_v = N(N(v)) - N(v) - N(u)
\]

\[
B_v = N(v) - N(u)
\]

In Algorithm 2, we have described our Distributed CACDS algorithm. For this algorithm, each node \( u \in B_v \) needs to store its neighbouring nodes in \( B_v \) which are already in the forwarding list. An array of nodes named \( \text{BlackCount} \) is used for this purpose. Initially, for all the nodes, all elements of \( \text{BlackCount} \) array is kept one. We sort the nodes with minimum \( \text{BlackCount} \) among all nodes in \( B_v \) and they are stored into a Candidates set (shown in line 14-18 of Algorithm 2). In each iteration, we select a node \( s \) from the Candidates set that gives maximum number of nodes coverage in \( U_v \). Here, \( ||N(s) \cap U_v|| \) is maximised (shown in line 19-31 in Algorithm 2). Node \( s \) is added in the forwarding list \( F_v \) of \( v \). The value of \( \text{BlackCount} \) of the nodes in \( B_v \) neighbour of \( s \) are also increased by one (shown in line 33-37 of Algorithm 2). \( U_v \) and \( B_v \) are updated respectively by \( U_v - N(s) \) and \( B_v - s \). The loop breaks when all nodes in \( U_v \) is covered or set \( B_v \) reaches saturation and no change is possible.
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(a) Connection of node A with \( B_A \) and \( U_A \) (b) Node B is chosen for \( F_A \) (c) Finally Node D is chosen for \( F_A \)

Figure 8: Generating Forwarding List of node A.

Let us consider an example in Figure 7. Here, node A is initiating the broadcast. According to the algorithm, we need to make the forward list of node A. Let us consider Figure 8 for better which is the redrawing of Figure 7. Node B, C, D and G are stored in \( B_A \), and node E and F are in set \( U_A \). If we want select forwarding list of node A according to Dominant Pruning algorithm, nodes B and C will be selected. As node B and C are within their transmission range contention will occur at the time of rebroadcasting the packet by node B and C.

Our algorithm is designed to minimise this contention. if node B is selected as a forwarding node by node A so that node F is covered, our algorithm will choose node D to...
cover node E. Thus the algorithm avoids contention. Finally, the forwarding list of node A will include node B and D. Hence, the forwarding list of A, $F_A = \{B, D\}$. The complete process is shown in Figure 8.

**Algorithm 2** Forward list creation of a node $v$

1: $F \leftarrow v$
2: $F_v = \emptyset$
3: $size = 0$
4: for all $u \in B_v$ do
5:   $BlackCount[p] \leftarrow 1$
6: end for
7: while $U_v$ is not empty or $B_v$ does not change do
8:   $max = 0$, $min = |V|$, $Candidates = \emptyset$
9:   for all $w \in B_v$ do
10:      if $BlackCount[w] < min$ then
11:         $min = BlackCount[w]$
12:      end if
13:   end for
14:   for all $w \in B_v$ do
15:      if $BlackCount[w] = min$ then
16:         $Candidates = Candidates \cup \{w\}$
17:      end if
18:   end for
19:   for all $s \in Candidates$ do
20:      for all $t \in U_v$ do
21:         if $t \in N(s)$ then
22:            $WhiteCount[s] = WhiteCount[s] + 1$
23:         end if
24:      end for
25:   end for
26:   for all $w \in Candidates$ do
27:      if $WhiteCount[i] > max$ then
28:         $max = WhiteCount[i]$
29:         $s = w$
30:      end if
31:   end for
32:   if $max > 0$ then
33:      $F_v[size] = \{s\}$
34:      $size = size + 1$
35:      for all $y \in (B_v \cap N(s))$ do
36:         $BlackCount[y] = BlackCount[y] + 1$
37:      end for
38:      $U_v = U_v - N(s)$
39:      $B_v = B_v - \{s\}$
40:   end if
41: end while
### Complexity Analysis of Distributed CACDS

The set $B_v$ contains all the adjacent nodes of $v$. Assume, $\Delta$ is the maximum degree of the graph. So, the size of $B_v$ is at most $\Delta$. Initially, set $U_v$ contains the nodes that are adjacent from each node of $B_v$. Thus, the maximum size of $U_v$ is $\Delta^2$. Hence, the run time complexity of creating forwarding list of a node is $O(\Delta^3)$

### 5.4 Hybrid Distributed Contention Aware Connected Dominating Set

The ultimate objective is to find a CDS which can provide a lower number of forwarding and smaller delay. The cardinality (Number of elements in a set) of CDS constructed from CACDS/DCACDS is high. As the number of nodes within the deployment area goes up, the total number of forwarding also drastically increases. Consequently, it takes more time to finish the forwarding of all nodes which adversely affects broadcast delay in the network. Our simulation result shows that when the number of nodes becomes higher than 70 the delay performance of DCACDS degrades (please see Figure 14). For this reason, a third hybrid heuristic has been constructed which combine the benefit of both DP and distributed DCACDS. The Hybrid Distributed Contention Aware Connected Dominating Set (HDCACDS) is shown in Algorithm 3.

#### Algorithm 3

**Creation of forwarding list of node $v$ with HDCACDS**

1. $Forwarding\_node \leftarrow v$
2. $F_v = \emptyset$
3. $F_{dp} \leftarrow$ Created Forwarding list of node $v$ using Dominant Pruning (DP) algorithm.
4. $F_{dcacds} \leftarrow$ Created Forwarding list of node $v$ using Distributed CACDS
5. If $(|F_{dp}| \geq |F_{dcacds}|)$ then
   6. $F_v = F_{dcacds}$
7. Else
   8. $F_v = F_{dp}$
9. End if

---

**Table 1** Illustrating Distributed CACDS algorithm by showing Forwarding lists creation process for the scenario of Figure 7(a) (Assume node A has initiated the broadcast)
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In the hybrid algorithm both DP and distributed CACDS have been used to build two forwarding lists of a node. Then the node selects the final forwarding list using the following two rules.

- If the cardinality of the forwarding list created using DP is greater than the cardinality of the one created by distributed CACDS the distributed CACDS over DP is chosen.
- Else the forwarding list created by DP is chosen

Although the hybrid algorithm might face some contention when DP is chosen over distributed CACDS, there is a significant improvement in minimizing delay and the average number of forwarding.

6 Experimental Results

In this section, we provide elaborated insight into exhibitions of our proposed algorithms with simulation results. We have a tendency to conjointly offer a performance comparison of the planned algorithms with other best in class algorithms.

6.1 Simulation Environment

To assess the execution, haphazardly set out networks of 20-400 nodes over an inflexible 625m X 625m square unit locale have been imitated in Network Simulator version 2 (NS-2.) The transmission span is constrained between 175m to 275m. We need to keep our locale little, because dense networks suffer more in terms of contention and delay. For each scenario, 10 distinct networks of different connection between nodes are generated. Thereupon, we have selected mean estimation of the number of forwarding nodes and the measure of delay to assess the viability of the designed algorithms.

6.2 Performance Metrics

At this stage, we are adopting two terminologies to measure performance of these CDS construction algorithms. Elaborate definitions of these terminologies and reasons behind adopting them is defined below.

(i) Number of forwarding nodes: During the broadcast of a packet a node might forward or purge the packet. A forwarding node is the one which forwards a packet instead of purging it. Cardinality of a set of forwarding nodes is defined as number of forwarding nodes. Thereupon, number of nodes required to complete the transmission of a packet throughout the network in the simulator(NS-2) is interpreted as the number of forwarding nodes. For centralised algorithms, It is identical to the extent of the Connected Dominating Set. In order to minimise contention, nodes with highest number of 1-hop neighbour in the network may get selected to forward the packet. Thereupon, With the purpose of subduing contention, there might be a slight increase in number of forwarding nodes. In Figure 9, an example of such scenario is illustrated. While running traditional MCDS algorithm, number of forwarding nodes is 3. But to reduce contention, number of forwarding nodes increases to 4 in Figure 9(b).

Number of forwarding nodes is chosen as a performance criteria because it is a good indicator of how many transmissions are needed to broadcast a packet throughout the network. Number of transmissions are directly related to the efficient usage of bandwidth.
(ii) Delay: Delay is the time required to complete the network-wide broadcast of a packet. Which means delay is the elapsed time between the generation of the packet and the time the last host finishing it’s rebroadcasting. In our example scenario of 9 nodes if node A initiates a broadcast packet at time $t_1$, node B forwards it at time $t_2$ and node C forwards it at time $t_3$ then delay is measured as:

$$\text{delay} = \begin{cases} t_3 - t_1, & \text{if } t_3 > t_2 \\ t_2 - t_1, & \text{if } t_2 > t_3 \end{cases}$$

When several nodes contend to access a common channel for transmission, one exclusive node get holds of and all other nodes postpone transmission and wait for the channel to be free. Which results in increment of delay. Therefore, average delay is a good indicator of contention in the network.

Delay is our another performance criteria because delay indicates how quickly can we complete broadcast of a packet. Minimum delay is always preferred for efficient broadcast.

6.3 Experimental Results on the Example Scenario

Initially we simulated the scenario shown in Figure 1. After-effects of simulation is exhibited in Table 2. From the table it is clearly evident that the two centralised algorithms MCDS and CACDS generate the same number of forwarding although the delay of CACDS is much less compared to MCDS. This happened because CACDS has less contention among it’s chosen forwarding nodes compared to the chosen nodes in MCDS. When contention is low the nodes get quicker access to the shared channel and need less time disseminate a broadcast packet. Although the distributed algorithm DP has less number of forwarding nodes in contrast to Distributed CACDS and HDCACDS, when it comes to degree of latency DP is not on par with its other two counterparts.

In Table 2, the performances of distributed CACDS and HDCACDS are exactly the same. This is because distributed CACDS and HDCACDS generate exactly the same forwarding list for this special example scenario of 7 nodes. As the forwarding nodes are the same the simulation exhibits similar delay and requires same number of forwarding.
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<table>
<thead>
<tr>
<th>Performance Metrics</th>
<th>MCDS</th>
<th>CACDS</th>
<th>DP</th>
<th>Distributed CACDS</th>
<th>HDCACDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay (ms)</td>
<td>1.7</td>
<td>1.26</td>
<td>2.83</td>
<td>2.63</td>
<td>2.63</td>
</tr>
<tr>
<td>Avg. forwarding nodes</td>
<td>3</td>
<td>3</td>
<td>4.91</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2  Performance on the scenario of Figure 1

6.4 Experimental Results on Random scenarios

At this stage, we are comparing performance of our algorithm with previous works in random scenarios. We are comparing performance both in sparse and dense scenarios.

6.4.1 Performance based on the Number of forwarding

Firstly, we scrutinise average number of forwarding in these haphazardly deployed networks. To clearly scrutinise the outcomes, graphs of centralised and distributed algorithms are presented solely. Performance of centralised and distributed algorithms is disclosed in Figure 10 and 11.

In figure 10(a) and 10(b) performance is studied over various transmission range. The number of nodes has been set to 40. The number of forwarding nodes exponentially decreases with the increment of the transmission range. Because with the broad transmission range the network diameter drastically reduces and a fewer number of re-transmissions are good enough to transmit packets to all nodes throughout the network. Accordingly, size of the CDS becomes very small which causes a lesser number of forwarding.

In centralised CACDS and MCDS the number of forwarding nodes is almost alike. In CACDS the number of forwarding nodes is slightly higher than in MCDS.

In distributed environment (Figure 10(b)), the distributed CACDS needs 1-5% additional transmissions which can be considered insignificant. Nevertheless, it is noticeable that HDCACDS generates the same number of transmissions as DP.

Figure 11(a) and 11(b) shows the required number of transmissions for various number of nodes. Transmission range is kept bounded at 250m. With the increment of number of nodes in the network, number of forwarding nodes boosts. For Centralised algorithms when all out number of nodes is greater than 200, the number of forwarding nodes falls off slightly. In this case network becomes dense. As the number of nodes goes up, CDS is also being larger. It is clear from the graph that in case of the number of forwarding centralised algorithms differs by only a slight amount.

Be that as it may, among distributed algorithms, DP performs best incurring the smallest number of forwarding. The distributed CACDS performs worst requiring the largest number of forwarding because of considering contention free CDS. The number of forwarding in HDCACDS is slightly higher than that of DP but lower than that of distributed CACDS.

6.4.2 Performance based on average delay

Figure 12, Figure 13, Figure 14 present the broadcast latency of sparse and dense networks for the centralised and distributed algorithms.

Figure 12 demonstrates the difference of delay among centralised and distributed algorithms. 40 nodes are taken to assess the performance. Transmission range is varied over the range of 180m-280m. In Figure 12 for the centralised algorithms it is noticeable that the curve of the centralised CACDS goes below the MCDS curve. Therefore, the centralised CACDS reduces delay from MCDS even though the performance gap is very small. On the
other hand, in distributed algorithms, HDCACDS performs best by incurring least amount of delay. Distributed CACDS performs slightly worse than HDCACDS while DP generates largest delay among all three distributed algorithms.

In the scenario appeared in Figure 13 and Figure 14, we are comparing the performance of centralised and distributed algorithms respectively for various number of nodes from 20 to 400. Transmission range is bounded at 250m. For better visualisation, we have plotted
two graphs for each case. In one plot we have shown sparse networks containing 20 to 80 nodes with an increase of 10 nodes at each step within the same deployment area 625m by 625m. In the other plot, we made networks denser by setting different number of nodes from 50 to 400 within the same region.

In Figure 13, performance of centralised algorithms are compared for sparse scenarios in (a) and dense scenarios in (b). The average delay of the proposed centralised CACDS is $1 - 8\%$ less than the delay incurred by the MCDS algorithm. The difference in delay becomes larger in dense networks (i.e., scenarios with number of nodes $50 - 400$) as shown in Figure 13(b).
In Figure 14, performance of decentralised algorithms are compared. Figure 14(a) and Figure 14(b) shows comparison in sparse networks and dense networks respectively. Here, delay is measured against various number of nodes. In both scenarios our designed hybrid algorithm HDCACDS outperforms both DP and Distributed CACDS with regards to small delay. The average delay of the HDCACDS is $2 - 5\%$ less than the average delay in DP and $0 - 7\%$ than the average delay in Distributed CACDS. In dense scenarios, the difference in delays among three distributed algorithms is larger than sparse scenarios.

In summary, the proposed centralised CACDS outperforms MCDS with regards to the number of forwarding and delay for both sparse and dense networks. Among three distributed algorithms, HDCACDS exhibits the best results with regards to delay with the slight increase in number of forwarding compared to DP which is negligible. In sparse networks distributed CACDS performs almost similar to HDCACDS in terms of delay, although the difference is visible in dense networks.

7 Conclusion

In this paper, we show the mathematical analysis of contention probability of a node participating in broadcast communication. A new approach for developing CDS has also been developed to minimise contention. The centralised and distributed version of the CACDS algorithm has been designed as well as a new HDCACDS algorithm. A comprehensive simulation results have been presented to analyse the behaviour of the developed algorithms. The performance of the newly developed algorithms is better than the others in terms of reducing the contention though the number of forwarding nodes increases slightly. With Centralised CACDS and HDCACDS we have reduced the amount of delay.
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Appendix

\[ P_C(x) = \sum_{k=1}^{n} P_k \left( \text{INTC}(x) \right) \]

\[ = \sum_{k=1}^{\infty} \frac{(nP_\delta)^k \times e^{-nP_\delta}}{k!} \]

\[ = e^{-nP_\delta} \left( \sum_{k=0}^{\infty} \frac{(nP_\delta)^k}{k!} - \frac{(nP_\delta)^0}{0!} \right) \]

\[ = e^{-nP_\delta} (e^{nP_\delta} - 1) \]

\[ = 1 - e^{-nP_\delta} \]

\[ = 1 - e^{-n\text{INTC}(x) \times \mu} \]

\[ = 1 - e^{-\pi \mu r_{\circ} - r_{\circ}^2 \left( \frac{2 \sin^{-1} \frac{r_{\circ}}{r}}{\pi} + \frac{r_{\circ}}{r} \sqrt{4r^2 - r_{\circ}^2} \right)} \times \mu \]

\[ = 1 - e^{-\pi \mu r_{\circ}^2 \times \mu + \mu r_{\circ}^2 \left( \frac{2 \sin^{-1} \frac{r}{r_{\circ}}}{\pi} + \frac{r}{r_{\circ}} \sqrt{4r^2 - r_{\circ}^2} \right)} \]

(12)